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Gender differences in time, risk, and social preferences are impor-
tant determinants of differential choices of men and women, with
broad implications for gender-specific social and economic out-
comes. To better understand the shape and form of gender differ-
ences in preferences, researchers have traditionally examined the
mean differences between the two genders. We present an alter-
native perspective of greater male variability in preferences. In a
meta-analysis of experimental economics studies with more than
50,000 individuals in 97 samples, we find converging evidence for
greater male variability in time, risk, and social preferences. In some
cases, we find greater male variability in addition to mean differ-
ences; in some cases, we only find greater male variability. Our
findings suggest that theories of gender differences are incomplete
if they fail to consider how the complex interaction of between-
gender differences and within-gender variability determines differ-
ential choices and outcomes between women and men.
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Individual preferences such as preferences for risk taking, pa-
tience, altruism, and trust are important determinants of hu-

man behavior. Much research has studied gender differences in
preferences and their implications for differential social and
economic outcomes of men and women (1–4). The extant liter-
ature has demonstrated that such preference differences con-
stitute an important basis for differential choices and outcomes
between the two genders in many domains including financial
decision making, education, consumption, and the labor market
(5). The foundations of gender differences in preferences are
studied by a large body of theoretical and empirical work that has
compared evolutionary origins (6, 7) with explanations empha-
sizing the role of the social environment (8).
Much of the recent debate on the origins of psychological

gender differences has focused on sociocultural and environmental
factors. Two prominent theories dominate this debate. Sociocul-
tural theory (8) argues that gender differences result from a his-
toric division of labor by gender because of men’s greater strength
and size and women’s capacity to bear children. The higher status
and wealth men achieved through their roles gave them power over
women who accommodated to the restrictions imposed on the
female gender role in society. Cognitive social learning theory (9)
holds that gender differences emerge and are sustained by children
imitating gender-appropriate behaviors and internalizing gender
norms in society and then conforming to these behaviors and
norms throughout their lives. According to both theories, psycho-
logical gender differences are largely the result of contextual fac-
tors and social roles men and women are assigned to in society. In
contrast, evolutionary theorizing holds that, underneath social
context and role-specific gender differences, more fundamental
differences exist that have emerged from evolutionary selection
and that are context independent (7). These more fundamental
gender differences are rarely recognized, as they are often hidden
in the tails of the distribution of many characteristics, traits, and
skills, while most research on gender differences focuses on mean
differences (10).

The aim of our meta-analysis is to uncover such hidden dif-
ferences by studying gender differences in the variability of three
fundamental economic preferences: time, risk, and social pref-
erence. The greater male variability (GMV) hypothesis posits that
men are characterized by greater variability in many attributes
because differentiation had survival value for men but not for
women (11–13). According to this perspective, males and females
of many species faced different adaptive problems that resulted in
sex-differentiated psychological adaptations (14). Due to higher
parental investments and fewer chances to reproduce, females of
most species are more selective in mate choices and engage in less
competition over mates. Males, on the other hand, invest less in
parenting, are less selective in mate choice, and engage more in
intrasexual competition for access to mates (15). Due to their
higher selectivity and lower intrasexual competition, most females
are able to attract a mate and reproduce. For males, on the other
hand, those who deviate from the average on traits that are de-
sired by females or that are otherwise important for intrasex
competition will be likely to attract a mate and reproduce (11, 16).
On the other hand, deviating from the average often comes at

the cost of fitness during harsh times. For example, male height
is related to reproductive success in many species, but a tall body
also requires more resources and is therefore less likely to sur-
vive during resource-poor episodes such as droughts or long
winters (11, 17). Costly and resource intensive mating signals
(e.g., the antlers of stags, the tails of peacocks) are widespread
across species but can be a burden under demanding environ-
mental conditions. During lean times, the stag with the small
rack will beat the stag with the big rack because he will find it
easier to move from one food source to another or to survive on
fewer resources.

Significance

There is continuing interest in the study of gender differences
in economic and social outcomes. An important factor under-
lying gender differences in outcomes are gender differences in
fundamental economic preferences, which are at the core of
many differential choices of women and men. We provide
strong evidence for greater male variability in preferences. We
find that men are more likely to have extreme time, risk, and
social preferences, while women are more likely to have
moderate preferences. With the focus on mean differences, the
current literature underestimates the importance of gender
differences and their effects on differential choices and out-
comes between women and men.
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The adaptive problems faced by males therefore encouraged
the development of more variability in traits and abilities, such as
attractiveness and reproductive success versus robustness and
individual longevity, than did the adaptive problems faced by
females (18, 19). An alternative explanation for GMV assumes
that there are risk-return trade-offs in the production of off-
spring. Because males can potentially sire many more offspring
than females, the benefits of having a high return in the form of
an exceptional male offspring outweigh the increased risk of
having an inferior male offspring. According to this perspective,
evolution would select a less risky process for the selective sex
(females), while a more risky process is favored for the sex that is
subject to strong intrasex competition for mating opportunities
(20, 21).
Indeed, GMV has been found for a number of attributes in-

cluding physical characteristics such as weight, height and blood
parameters (12), brain structure (22), physical aggression (23),
verbal and spatial performance (24), math performance (25),
and intelligence (26). The fact that GMV can be observed al-
ready at birth suggests the existence of more fundamental gender
differences that are independent of social role and context (12).
In contrast, the existing literature on gender differences in
preferences has exclusively focused on mean differences (1, 4).
However, since GMV has been observed in behaviors such as
cooperation (27) an important question is whether the prefer-
ences underlying these behaviors demonstrate similar variability.
In line with our above arguments, preferences for extreme be-
haviors can represent costly mating signals. For example, pref-
erences for high trust, fairness, altruistic, or risk-taking behaviors
can communicate attractive male traits but can also have costly
consequences, providing survival benefits for those with opposite
preferences (28–31). This perspective suggests that the prefer-
ences of men demonstrate more evolved variability than the
preferences of women who did not face similar adaptive prob-
lems. Similar predictions are made by perspectives based on risk-
return trade-offs in the production of offspring (20, 21).
The existence of GMV in preferences would have significant

implications given the importance of preference differences for
differential choices and differential social and economic out-
comes of the two genders. To test for GMV in individual pref-
erences, we conducted a meta-analysis of individual participant
data, which is a pooled analysis of multiple individual data sets
(32). A traditional meta-analysis using summary statistics from
published articles was not feasible, as most studies do not report
measures of variability separately for the two genders. Our meta-
analysis focused on decision-making experiments eliciting indi-
vidual preferences which are published in leading economics
journals. In 97 samples with more than 50,000 subjects, we find
consistent evidence for GMV in time, risk, and social preferences.

Methods
Preference Measures. The field of experimental economics has developed a
distinct set of methodological principles to elicit preferences. In contrast to
stated preferences, often measured through hypothetical questions such as
whether individuals are willing to take hypothetical risks, economic experi-
ments elicit preferences through monetarily incentivized decisions. For ex-
ample, preferences for risk taking are assessed through lotteries in which
subjects can invest real money provided by the experimenter. By observing
real behavioral choices in various incentivized decision situations, researchers
can draw inferences about individuals’ preferences. Although often con-
ducted in highly stylized and anonymous environments, the literature sug-
gests that these measures generalize to richer settings (33), and they have
been shown to reliably reflect cross-cultural differences in preferences
(34–36).

The last decades have seen a surge of experimental studies measuring
preferences in relation to economically relevant decisions. Arguably, the
three main dimensions of preferences that experimental and behavioral
economists are concerned with are the following:

• Time preferences: How do people trade off costs and benefits over time?

• Risk preferences: How do people act in the face of risk?
• Social preferences: How do people evaluate their own payoffs in relation

to the payoffs of others?

In our meta-analysis, we focus on studies using well-established and
standardized elicitation methods for each preference category. Specifically,
since we are interested in assessing gender differences in both central ten-
dencies and variability, we focus on elicitation methods that offer subjects a
broad spectrum of responses (i.e., more than binary strategy space). Fur-
thermore, we restrict our selection to one-shot interactions that are not
repeated with the same partner over time. This does not rule out that we
consider multiple decisions by a subject. For example, for studies of time and
risk preferences in which subjects make a series of allocation decisions (of
which typically only one is relevant for their payoff), we consider all deci-
sions. Our core inclusion criterion is that subjects received no feedback from
previous outcomes of the particular game (e.g., about the realization of a
random draw for risk preferences or another subject’s decision for social
preference measures).

In the following, we provide a brief description of each preference
measure (for more details, reference SI Appendix, section S1A). In all tasks,
respondents receive a monetary endowment, which they have to allocate
between two options. For all studies, we normalize the endowment to one
and denote the allocation by y ∈ [0,1]. For time preferences, we focus on the
elicitation method introduced by Andreoni and Sprenger (37). Subjects de-
cide how much of their endowment they prefer to receive early and how
much they dedicate to be paid out at a later point in time with interest. For
risk preferences, subjects decide how much of their endowment they want
to invest in a risky lottery (38). For social preferences, we focus on three
canonical situations involving two players. First, in the dictator game (39),
subjects can share their endowment with another subject in the experiment
(or, in some cases, with a charity). Second, in the ultimatum game (40), the
first mover offers the second mover a split of the endowment. If the second
mover accepts, the two players receive the money as proposed. If the second
mover rejects, none of the players receives any money. Third, in the trust
game (41), the first mover decides what fraction of the endowment to
transfer to the second mover. The second mover receives three times the
amount transferred and can decide how much of the money to send back to
the first mover. For the ultimatum and trust game, we only consider first
mover decisions.

Search Strategy. A review of the literature revealed that the vast majority of
relevant studies does not report variability measures separately for men and
women. Consequently, we had to restrict our analysis to studies for which we
had access to raw data, permitting us to calculate variability measures di-
rectly. As a first step, we performed a power analysis to determine the
number of observations required for testing our hypothesis. Effect sizes for
variability are typically assessed by the variance ratio, which is the ratio
between male and female variance in the respective measure. Previous
studies of GMV, for example, in cooperation, mathematical performance,
verbal skills, and spatial performance, report variance ratios between 1.03
and 1.30 (10, 27). In the current study, we aimed to detect variance ratios in
the middle range of those reported in the literature and determined the
required power to detect a variance ratio of 1.15. Our power analysis
revealed that the estimated sample size for a two-sample variances test with
a power of 0.80 and a type I error rate of 0.05 is ∼3,220 observations.

As a next step, we identified a list of leading journals that publish studies
relevant for our meta-analysis and performed a keyword search for the five
preference measures (for details on the search strategy, reference SI Ap-
pendix, section S1B). We followed standard procedures (32) by randomly
sampling from a homogeneous pool of studies applying the same stan-
dardized methodological principles of experimental economics. We included
articles that met our selection criteria and for which we were able to obtain
raw data through public repositories or via contacting the authors directly.
The resulting data set constitutes our “primary sample” (37, 42–76). With the
exception of the ultimatum game, our search comfortably exceeded the
required sample size of our power analysis for all preference measures. In
order to reach the required sample size for the ultimatum game, we col-
lected additional data sets from a broader range of scientific journals. In this
process, we also expanded our sample for the other preference measures.
We refer to this extended data set as the “full sample” (77–101).

Results
Table 1 presents the meta-analytic coefficient estimates for the
five preference measures. We report results for four indicators of
gender differences in means and variability. To aggregate across

2 of 7 | PNAS Thöni and Volk
https://doi.org/10.1073/pnas.2026112118 Converging evidence for greater male variability in time, risk, and social preferences

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 D
ec

em
be

r 
28

, 2
02

1 

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2026112118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2026112118/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2026112118/-/DCSupplemental
https://doi.org/10.1073/pnas.2026112118


www.manaraa.com

samples, we estimate restricted maximum likelihood random ef-
fects models (102). Our main analysis is based on the full sample.
All inferential results hold if we rely on the primary sample only
(SI Appendix, Table S2). We first present results for time and risk
preferences, followed by the findings for the three measures for
social preferences.

Time Preferences. The first line of Table 1 shows the results for
time preferences. Our data covers observations from nine samples
with more than 8,500 individuals. The coefficients in the columns
labeled means and variability are sample size–weighted coeffi-
cients, with 95% CIs in brackets. The first indicator, Prob(_≻\),
shows the probability that a male subject exhibits a more patient
response than a female subject does (with ties resolved at random,
reference SI Appendix, section S1C for details). The estimated
sample size–weighted probability for time preferences is 0.50,
suggesting the absence of any gender differences. This is con-
firmed by the second indicator for mean differences, Cohen’s d,
which is practically zero.
The two rightmost columns report two indicators for vari-

ability. The first is the risk ratio of extreme strategies. We define
extreme strategies as either 1) allocating nothing of the endow-
ment or 2) all of it to the later option (i.e., to be paid out later in
time with interest). Throughout the text, we will be using the term
extreme strategy to refer to strategies at the boundaries of the
respective strategy space. It is important to point out that these
strategies are extreme in the sense that they represent maximum
or minimum available choices but not in the sense that they
necessarily represent rare or irrational choices. The risk ratio is
the relative frequency of extreme strategies observed among males
divided by the relative frequency of extreme strategies among
females. A risk ratio of one would indicate the absence of gender
differences. The estimated risk ratio is 1.25, indicating that for
every 100 women there are 125 men opting for either the most
patient or most impatient option. The fourth indicator is the
standard effect size measure in the variability literature, the ratio
between male and female variance in the dependent variable.
With an estimated variance ratio of 1.15, it ranks in the inter-
mediate range of effect sizes found in other research on GMV
such as cooperation, mathematical performance, and verbal skills
as well as spatial performance (10). While the two effect size
measures for mean differences are far from significant, both var-
iability indicators show highly significant gender differences in
support of the GMV hypothesis (P < .001). In SI Appendix, we
report results separately for each of the nine samples (SI Appendix,
Table S3) and provide forest plots for the meta-analyses for

Cohen’s d (SI Appendix, Fig. S1) as well as for the log variance
ratio (SI Appendix, Fig. S2). The standard measures for between-
sample heterogeneity (τ2, I2, and H2) indicate substantial hetero-
geneity in means and variance ratios. However, despite the het-
erogeneity, we find variance ratios above one in eight of our nine
samples. We will address the between-sample heterogeneity in
more detail in SI Appendix, section S2H.
Fig. 1, Left visualizes the findings. Fig. 1, Top shows gender

differences in means (full sample). Dotted lines indicate the
admissible range from zero to one; horizontal error bars indicate
95% CIs. The absence of mean differences is confirmed by the
almost identical CIs. The bars indicate the risk ratio of male to
female relative frequencies across the strategy space. We merge
the responses to five bins for ease of exposition. The two outer-
most bins contain only the responses zero or one. The three in-
termediate bins are sized such that they attract roughly similar
mass. The percentage number below the bin indicates the number
of observations in the respective category (male and female
combined). For example, 14% of all decisions indicate full im-
patience (i.e., subjects prefer to get all the money as early as
possible). For every 100 females, there are 150 males exhibiting
full impatience. The three intermediate categories are more fre-
quently chosen by female subjects, while the most patient option is
again highly significantly more popular among male subjects, with
125 male subjects for every 100 female subjects.

Risk Preferences. The second line in Table 1 shows results for risk
preferences from 27 samples with more than 19,000 individual
decisions. In line with previous research, we find that men invest
on average more money into the risky option, according to both
our probabilistic indicator (57%) as well as Cohen’s d (0.27). In
addition to gender differences in central tendencies, we also find
strong evidence for GMV. With a sample size–weighted mean
variance ratio of 1.25, we find a level of GMV that is at the upper
end of the effect size range reported by previous research (10).
Risk ratio findings imply that for every 100 female subjects,

there are 172 male subjects opting for one of the two extremes of
the strategy space. For all four indicators (means and variability),
we can reject the null hypothesis at P < .001. Fig. 1, Right il-
lustrates that these findings do not only reflect the male tendency
for accepting risk. We also find clear evidence that males are
overrepresented among those who are unwilling to take risks and
hence invest zero into the risky option. SI Appendix, Table S2
shows that the inferential results are confirmed if we consider
only the primary sample, and SI Appendix, Table S4 and Figs. S3
and S4 provide the details of the meta-analysis.

Table 1. Meta-analysis, main results

Measure Samples Subjects Decisions Prob (_≻ \) Cohen’s d Risk ratio Variance ratio

Time preferences 9 8,575 87,276 0.50 −0.02 1.25*** 1.15***
[0.48, 0.52] [−0.08, 0.04] [1.13, 1.38] [1.08, 1.22]

Risk preferences 27 15,833 19,101 0.57*** 0.27*** 1.72*** 1.25***
[0.55, 0.59] [0.19, 0.35] [1.48, 2.00] [1.13, 1.37]

Dictator game 31 18,765 21,564 0.48* −0.05 1.30*** 1.18***
[0.46, 0.50] [−0.11, 0.01] [1.19, 1.43] [1.12, 1.25]

Ultimatum game 13 4,624 4,624 0.50 0.00 1.14 1.12
[0.49, 0.52] [−0.06, 0.06] [0.92, 1.41] [0.90, 1.39]

Trust game 17 5,194 5,329 0.54* 0.13** 1.39*** 1.28***
[0.51, 0.56] [0.04, 0.22] [1.20, 1.61] [1.18, 1.39]

Meta-analytic results of restricted maximum likelihood random effects models. Coefficients show the esti-
mated effect sizes with 95% CIs in brackets below. Prob (_≻\) is the probability for a randomly drawn male
subject to choose a higher y than a randomly drawn female subject (with ties resolved at random). The risk ratio
is the male relative frequency of extreme strategies divided by the female relative frequency. Extreme strategies
are y ∈ {0,1}, except for the ultimatum game, in which we define extreme strategies as y ∈ [0,.3) ∪ (0.5,1]. For the
data source, reference SI Appendix, Table S1. Asterisks indicate significance levels for gender differences in the
respective measure, *P < 0.05, **P < 0.01, ***P < 0.001.
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Social Preferences. We first report findings for the dictator game.
In our data containing more than 18,000 subjects from 31 sam-
ples, we find again highly significant evidence for GMV with a
sample size–weighted mean risk ratio of 1.30 and a mean vari-
ance ratio of 1.18. Fig. 2, Left illustrates that males are (maybe
unsurprisingly) more likely to donate zero, but they are also
substantially more likely to be fully generous and donate every-
thing. For mean differences, there is some indication that females
are slightly more generous than males. When we consider the
probability of drawing a more generous female (52%), the dif-
ference just reaches five percent significance. Yet, when we con-
sider Cohen’s d, the difference is not significant. SI Appendix,
Table S5 and Figs. S5 and S6 provide details of the meta-analysis.
Our data on the ultimatum game comes from 13 samples with

4,624 observations. The fourth line in Table 1 reports the sample
size–weighted coefficients with no indication of gender differences
in mean ultimatum game offers. Our point estimate for the vari-
ance ratio is 1.12, with a CI ranging from 0.90 to 1.39. As opposed
to the other preference measures, strategies y = 0 and y = 1 are
only rarely observed in the ultimatum game. We therefore adjust
the notion of “extreme strategy” and calculate the risk ratio for
ultimatum offers of either y < .3 or y > .5. The point estimate for
the risk ratio of extreme strategies is 1.14, again not reaching
significance. One reason for the lack of overall significance in the
variability measures is the considerable variation across samples.
Whereas we rarely observe variance ratios below one in individual
samples for the other preferences measures, we do so in four out
of 13 samples for the ultimatum game (SI Appendix, Table S6 and
Figs. S7 and S8). While not reaching significance, the point esti-
mates lean toward GMV. Fig. 2, Middle illustrates the findings.
Strategies below 0.4 and above 0.5 tend to be more common

among males, while the equal split is observed more frequently
among female subjects.
Finally, for the trust game, we observe the strategies of more

than 5,000 subjects from 17 samples. Akin to risk preferences, we
observe significant gender differences in means as well as vari-
ability. The mean differences are roughly half of those observed
for risk preferences, while the sample size–weighted mean vari-
ance ratio of 1.28 is the highest reported in this meta-analysis.
The risk ratio indicates that for every 100 females, there are 139
male subjects who send either zero or everything to the trustee.
Fig. 2, Right shows again that this effect clearly originates from
both ends of the spectrum. Males are significantly more likely to
transfer nothing at all, but they are also more likely to transfer 60
or more percent of their endowment. SI Appendix, Table S7, as
well as SI Appendix, Figs. S9 and S10, provide the meta-analytic
results.

Discussion
The reported results provide converging evidence for GMV in
measures of time, risk, and social preferences. Although our find-
ings do not allow us to draw inferences about the origins of gender
differences in preferences, they are in line with an evolutionary
perspective according to which men are characterized by greater
variability in phenotypes due to greater variability in heritable traits
(11, 16, 26).
Our findings have important implications in multiple areas.

For example, much research efforts have been focused on un-
derstanding gender differences in preferences and their impli-
cations for gender differences in economic and social outcomes
(1–4). However, the prevailing focus on mean differences may
have masked important gender differences in variability. Areas
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in which gender differences were assumed to be absent because
existing research failed to find gender differences in central
tendencies may, in fact, be characterized by significant gender
differences in variability (27). These so far overlooked differ-
ences are likely to have important implications for the inter-
pretation of observed, but so far unexplained, differences in
social and economic outcomes between men and women. Our
findings also have potential implications for policies aimed at
regulating extreme behaviors. For example, in response to what
has been described as extreme trading behaviors of Game Stop
stock at Wall Street, regulators are discussing new policies that
prevent investors from making investment mistakes and curb
extreme trading behaviors (103). Our findings suggest that pref-
erences for extreme risk taking are more frequent among men,
and policies designed to curb such behaviors are more likely to be
effective when designed to appeal to men. A further area in which
our results might have interesting implications is group function-
ing. Due to their larger variability of preferences, male groups are
less likely to reach consensus and more likely to experience intra-
group conflict than female groups, which can be detrimental to
group functioning or beneficial for group performance depending
on the nature of the tasks (104).

In sum, we find converging evidence for GMV in preferences.
These findings highlight that theories are incomplete if they fail
to recognize that underneath more readily detectable mean dif-
ferences, also more fundamental gender differences in variability
exist. In this regard, our findings point toward the critical impor-
tance of considering within-gender variability in addition to
between-gender differences. With its focus on mean differences,
the existing literature has underestimated the extent to which
males and females differ in their preferences.
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